Classical probability

Sample spac® consists of a finite number tfaynes
Q={0,,0,,",0,}
Each outcome is equally likely to happen. Since we
should havé’(Q) =1 , this yields
P(oi):l,i =12,...,n

n

The probability of an eveiid that representsoutcomes is
then defined as the ratio of the number of outcofamesurable
toEton, thatis

P(E):%




Classical probabillity is a probability

K

1. 0<—<1 fork,ndZ", k<n

>

3. AnB=0=|AOB|=|A+B



Problems to solve

what is the probability of a full house in poker?

what are the chances of winning the second pnizegix-
out-of-forty-nine lottery game?

If a word is written at random composed of sixdet, what
are the chances that it will contain at least i@ “

In a random sample ofpeople, what is the probability that
at least two of them will have the same birthdaydtdulate
first with leap years neglected and then included)

n letters are written to different adressees mrdvelopes
provided with addresses, letters are then insatteandom
Into the envelopes. What are the chances that di@sskee
will get the right letter?



Discrete probability

This type of probability can be defined if the séengpace is
composed of at most countable number of outcomes

Q ={o0,,0,,...,0,} or Q={0,,0,,0,,...}

—

finite set

N

Infinite countable set

Eacho, is then assigned a non-negative real

numberp, such that

We put




Discrete probability is a probability

Properties 1 and 2 follow from the fact thap: =1

To prove property 3, we again use the implication

AnB=0=|A0B/=|A+B



Example

An experiment is designed as tossing a fair cqpeatedly until
"heads" appears for the first time. All possible omes of such
an experiment are formed by sequences of tossbsnatica
series of talls finished up with heads. Obvioushgch such
outcome can be represented by a numimEnoting the number
of heads In the sequence.

throw1l throw 2 throw3 throw4 throw5 throw 6

RN

n=>5



Clearly, there are"sequences of lengthwhile only one of them
represents the outcomewnhich isn+1 tosses long, and so it is

natural to put 1
pn:2n+l
We have
51 1 1
="+ " +...=1
Zp, ,Z(;Z'+1 _12' 2 4

and so we have defined a discrete probability, vlaenm
be used to calculate the probability of events.

For example, the chances of heads appearing n@isoon
than after 2 tosses are



Geometrical probability

If the sample spad® can be represented byeanoara
straight line, in a plane or in space and eventsbgsurable
subsets, then for an evdntve can put

P(E)="—+

wherem(E) andn(Q) are set measuregtfie area, volume)




Geometrical probability is a probability.

Properties 1 and 2 are obvious.

Property 3 follows from the axioms of the theorynodasure.



Example

Two person® andB agree to meet in a place between 1 pm and
2 pm. However, they don't specify a more precisetiEach of
them will wait for ten minutes and leave If the @tldloesn't turn

up. What are the chances tHe?ndB really meet 2

1 6

Q ={(ta,ts) [t ts O[01]

o | Ol

1
E= {(tA’tB) | ‘tA _tB‘ Sé}




Problem to solve

We throw a rod of lengthcm at random on the floor. The floor
IS made from planks ea@tm wide. What is the probability
that the rod lying on the floor will intersect abkt one gap
between the planks ?

/4
Y/
//
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o -fields of events

The above example shows that, unlike the finitegarspace,

not every subset @is an event. We were only able to deal with
those subsets that could be measured. In the tioéongasure,
only those system$§ of subsets of a univeet& are
considered that have the following properties:

i) QOS
(il EOS = EOS
(i) E,E,,E,,...0S =EUOEOEO...0S

In the last property,E,,E,,E,,... dena#bker a finite or
an infinite countable sequence of subsets.

Such systems are called __ -fields.




Probabilistic space

In subsequent considerations we will always assinaiea
sample spac® ,a -fiehkl of eventggaren with a
probability P mappingS into (0,1).

This triple is sometimes called a probabilisticapa

P=(Q,S,P)




Conditional probability

What are the chances that | receive a straight flegentS) ?

In each suite there are 10 straight flushes, tiwedb beginning
with an ace and the highest with a ten so usingltmesical

robability, we have
P y (4)(10)

P(S)=""1-—"
o

How would | determine the probability of such aretvnow that
the first card has been dealt and | see thatmigce (everh) ?

There are exactly eight straight flushes (two iohesuit) with an
ace and so
8

P(SIA)= s o
52 48




CalculatingP(S) andP(SA) we see tha®(S) is about 1.7
times higher thalP(JA).

P(S)= P(S|A)=




P(S| A) is actually the probability dbas it changes if we
receive additional information from the fact t@abas occurred

This provides motivation for the definition of cononal
probability, we put

P(En A)

P(E|A)= o(A)

P(A) 20

readingP(E | A) is the conditional probadpitf SgivenA.

We can also write

P(An E)=P(A)P(E|A)




If P(A|E)=P(A) ,we can show that &§& | A) = P(E)

P(En A)_ P(An E)P(E)
P(A) P(E)P(A)

P(E)
P(A)

P(E|A)= =P(A|E) 5y = P(E)

If P(A|JE)=P(A) and(E|A)=P(E)  we say that

A and E areindependent

A andE are independent wheneveX AnE)=P(A P(E)




The law of total probability

Conditional probability can be used to determine théagindity
of "sophisticated" events. The idea is to divide all tenés into
several categories. These categories are also callethbgps.
The sample space is partitioned using hypothged,, ...,H,,
that is,

Q=H,0H,0..H,,H,nH =0,i # ]

Q




We can writetE =(En H,)O(En H,)0...0(EnH.) with
(EnH)n(EnH,)=0,i%]

This means that

P(E)=P(EnH,)+P(EnH,)+...+(EnH,)

which yields

This formula is called the law of total probability.



Example

Box/‘; “\ Box 2

8 red balls, 4 green balls 10 red balls, 2 green balls

Two balls are moved at random from box 1 to box 2. Whahare t
chances that a ball subsequently drawn at random from badk 2 wi
be red ?



In this experiment we will differentiate six possible auhes:
Q={(0,R).(LR).(2,R).(0,G).(1.G).(2.G)}

where, for exampld],R) means that of the two balls moved

one was red and red ball was subsequently drawn from box 2.

We put H, ={(i,R),(i,G)},i =0,1,2

H,, H,, H, obviously fulfill the conditions of hypotheses and so if
we denote by R the event that a red ball was drawn from box 2,
we can write

P(R) = P(R|H,)P(H,)+P(R[H,)P(H, )+ P(R|H,)P(H,)



Then we can calculate

2 1~1 2
P(Ho)= o2 P(H) = 25% P(H,)=

C122, Cl22’ C122
10 11 12
P(RIH,) ===, P(R|H,) =, P(R|H,) =%
RIH)=2C PRI, =1L P(RIH,) =2
10 6 11 2 12 28
So that P(R) = 3241212

14 66 14 66 14 66

= (0.80952



Example

Suppose Peter and Paul initially hawandn dollars,
respectively. A ball, which is red with probabilpyand black
with probabilityg=1- p, is drawn from an urn. If a red ball is
drawn, Paul must pay Peter one dollar, while Peter must pay
Paul one dollar if the ball drawn is black. The ball is remlace
and the game continues until one of the players is rukiad.

the probability of Peter's ruin.



Let Q(X) denote the probability of Peter's ruin if he Ras
dollars. In this situation there are two possibilities,alhi

we will use as hypothes®¥ Peter wins andl - Peter
loses. Then, by the law of total probability, we can write

Q(x) = Qx+1)P(W)+Q(x-1)P(L)

Q(x)=Q(x+1)p+Q(x~1)g

We want to determin@(m). The above equation can be solved
as a difference equation with boundary conditions

Q(nm+n) = 0 andQ(0) = 1.






L aw of inver se probability

Three different companies B, C supply eggs to a supermarket.
Supplies fromA account for one third of the eggs sddsupplies

a quarter of all eggs arilthe rest. It is known that with one

egg in a hundred thousand will be decayed, with B this ration is
1:200000 and with C it Is one egg in 500 thousand. With what
probability an egg that you have bought and found iagead has
been supplied bR?

1/3 1/4 5/12
A B C
1:100 000| 1:200 000 1:500 000




The evenD will denote the event that the bought egg is decayed.
A, B, andC will be hypotheses denoting the events that the bought
egg comes from, B, C respectively.

_P(BnD)_P(DnB)P(B) _ P(D|B)P(B)
PBID)= o) = PD)PE) - P(D)

Using the law of total probabillity, we can further write

_ P(D | B)P(B)
P(B|D)= P(D|A)P(A)+P(D|B)P(B)+P(D|C)P(C)

1
P(B|D)= 4200000 _4
1 ., 1 _ 5 15

3100000 4200000 12[%00000



The above method can be used to derive such formulas in a
general case. Letl;,H,,...,H, be hypothesek andevent.
The probability ofe happening because Hf can be calculated
using the following formulas

P(H; |E)= nP(ElH‘)P(Hi) i=12....n

> el el )

known as Bayes's theorem (after the 18th-centugfiginclergy-
man Thomas Bayes) or the law of inverse probability



