
Function of a random variable

Let X be a random variable in a probabilistic space                  

with a probability distribution F (x)

( )P,,SΩ

Sometimes we may be interested in another random variable Y

that is a function of X, that is, Y = g (X). The question is 

whether we can establish the probability distribution G (y) of Y.



Let g(x) be increasing on R(X).

Since F(x) is the probability distribution of X and G (y) of Y, 
we can write

( ) ( )aXPaF <= ( ) ( ) ( )( )bXgPbYPbG <=<=and

g(x) is increasing and so it has an inverse ( )xg 1−

( )( ) ( )( ) ( )( ) ( )( ) ( )( )bgFbgXPbgXggPbXgP 1111 −−−− =<=<=<

This means that ( )( )ygFyG 1)( −=



If g (x) is decreasing on R (X), we can proceed in a similar 

way, but since the inverse of a decreasing function is again 

decreasing, the inequality will revert the relation sign and so

( )( ) ( )( ) ( )( )bgFbgXPbgXP 111 11 −−− −=<−=≥=

so that  ( )( )ygFyG 11)( −−=

( )( ) ( )( ) ( )( )=≥=< −− bgXggPbXgP 11



Random variable X has the standardized normal distribution         , ( )xΦ

calculate the distribution of the random variable Y = X2.

Sometimes we can use even more sophisticated methods as shown 
in the following example.
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We cannot calculate the last integral exactly, but we can 

establish the probability density of Y by differentiating G (y)
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This is the probability density of the random variable X2. We 
have, in fact, calculated the density of the chi-squared distribution 
with one degree of freedom.  
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Example

Random variable X has a uniform distribution on [0,1]. Find a 
transformation g (X) such that Y = g (X) has a distribution F (y).

X has the density ( ) [ ) ( ) otherwise 0,1,0for 1 =∈= xfxxf

and the distribution 

( ) ( ) [ ) ( ) 1for 1,1,0for ,0for  0 ≥=∈=<= xxFxxxFxxF
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F (x) is a distribution and as such has R as the domain and [0,1] 
as the range. This means that, if F (x) is increasing, it has an 
inverse F-1(x) that is also increasing with range R and domain 
[0,1].  

Consider the transformation Y = F-1(x). We have

( ) ( )( ) ( )( ) ( )( )=<=<=< −− aFXFFPaXFPaYP 11

( )( ) ( )aFaFXP =<=

Thus, we have shown that F (y) is the distribution of Y = F-1(x). 

This can be used for example for simulating a distribution using
a pocket calculator.


