STATISTICS

People sometimes use statistics to describe thésed an
experiment or an investigation. This process isrrefl to as
data analysis aescriptive statistics.

Statistics Is also used in another way: if therermgppulation of
Interest is not accessible for some reason, oft@nabportion
of the population (a sample) is observed and stsis then
used to answer questions about the whole populakins
process is calleohferential statistics.

Statistical inference will be the main focus oftlasson.



Example 1

We choose ten people from a population and for esfaidual
measure his or her height. We obtain the followesplts in cm:

178, 180, 158, 166, 190, 180, 177, 178, 182, 160

It is known that the random variable describinghbeaht of an
Individual from that particular population has amal
distribution N(£,10C)

What is an unbiased estimate of the average height U of the
population?

@ Considering that the arithmetic mean of the sample arithmetic
mean is 174.9, can we maintain that, with a probability of [/,

the hypothesis that the average height of the population is 176 cm
holds ?



The answer to the first question is related to pestimation First

we will introduce the notion of a random sample.

We view the raw datx, X,,..., X, as anlemntation of a
with the ramdwariables being

Independent and each random variable having the sanbability

random vectorX,, X,,..., X

n

distributionF (X). This random vector is called andom sample

or asample.

In a similar way, we also definenaultidimensional random
sample, for exampl€X,,Y,),(X,,Y,),....(X,.Y,).



A functionY = S(X,, X,,..., X,,) that does not explicitly depend on

any parameter of the distributién(x) is called astatistic of
the sampleX;, X,,..., X,

Various statistics are then usedoasit estimator s of parameters
of the distributiorF (X). The point estimation is obtained by
Implementing the point estimator statistic, thabig substituting

the raw data for the random variables in the foemul

The following are examples of the most frequentgdistatistics:



Sample arithmetic mean

1M
X




Sample variance




Sample standard deviation




Sample correation coefficient



It is desirable for a point estimate to be:

(1) Consistent. The larger the sample size, the more accurate the
estimate.

(2) Unbiased. For each valué&  of the parameter of the
population distributior (X) the sample expectane£€Y) of the
point estimatolY equals? .

(3) Most efficient obest unbiased: of all consistent, unbiased
estimates, the one possessing the smallest variance



It can be shown that the following statistics asasistent,
unbiased, and best unbiased estimators.

»sample arithmetic mean f&(X)
»sample variance fdp(X)
»sample standard deviation foP(X)

»sample correlation coefficient fo@(X,Y)

Returning to Example 1, we can now say that, bagetie
data given, 174.9 is a consistent, best unbiagedadsn of
the average height of the entire population.



Example 2

We choose ten people from a population and for esifaidual

measure his or her height. We obtain the followmgplts in cm:
178, 180, 158, 166, 190, 180, 177, 178, 182, 160

It is known that the random variable describingheeht of an
iIndividual from that particular population has amal

distributionN(x, 10C)

For a given probability—a , Is there an intdivsuch that the

average height of the population lied with probabilityl-a ?



Let us take the sample arithmetic mean

n

2%
X = =
N

If each X; has a normal distributicN(,u,az), it can be proved

_ 2
that X has distributiohl{u,anj



We will show this fom = 2:

Let X, has a distributioiN(0,02)  aig N(0,0?)

Putz, = Ko * Yo denote by(2) the distribution ofZ, and

2
calculate :F(z)=P(Z, < 2)=P(X,+Y, < 2)
SinceX, andY, are independent, we can write
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To calculate | _”ﬁa 20 %ﬂae—”‘zdxdy

we will use the transformatiom =t, y =s—-t wherel = 1.

2+ (s-t)? 2w _2t%-2ts+s?
| =— 20" dt = 20" dt =
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The second equation from the left is due to thetfzat

t2

Te_azdt =Jno

2
Thus we can conclude that has a distribution\l(o, sz



To conclude the proof, we will show that X = N(,u,az) , then

Y =X +c=N(u+c,0?)

F(y)=P(Y<y)=P(X+c<y)=P(X <y-c)=

1 y=° _(X_:U)Z 1 y _(t—(,u+c))2
=—— | e % dx= x=t-c = je 20"t
N 2TTO j N 2TTO



Let us calculate what expectangy  the populatoist have for
the probability that the value of the sample argimmean is less
thanx is less thai+a/2  and, what expectanae population

must have for the probabillity that the value of $heple arithme-

tic mean is greater than s less ta@



P(X <x)<1-a/2
a2

P(X >x)<1-a/2
X =N(u,,0?/n)




p(X <¥)=P (j;/f,; f,/ﬁ)

P(X >x)=1- P(é/j?: );/ﬁ

q{ﬁ(x—ﬂl)j

j . q)(ﬁ(x-#z)






Now we can solve Example 2:

We haven=10,0 =10, x=1749

If we choose 1—a =0.95 we getU,_,, = Uygrs =1.96

and so we can write

10 10
1749- - 196< <1749+ — 196
J10 H J10
166.7< <1811

Thus, we can conclude that, with probability O average
height of the population in question lies betwee8.1&nd
181.1



We can think of the formulas

- 0

— g
X_ﬁul—a/z and U< X+

ﬁ ul—a/2

as of implementations of the statistics

X —ﬁul_a/z and X +ﬁu1—a/2

v _ 9 vy, 9 : . :

X ~Tn Uy 0 X +—\ﬁ U_,» | is called a confidence interval
: o 0 -, 0 :

and its value X_—\m U2 S+—\m U_,, | for a particular

sample is called an interval estimate at confidenod le-a



The confidence interval has been derived on the assumipiat
the population distribution is normal. With such an assignpt
other confidence intervals can also be derived:

> S > S
{X _ﬁtl—a/Z’ X +\/ﬁtl—a/2:|

IS a confidence interval for the expectancy if the pdmna
variance and expectancy are not known.

Here t.-,» denotes the quantile of the Student's t-distribution

with k =n-1 degrees of freedom.



{(n ~1)s? (n —1)82}

X 12—a/2 X 62r/2
IS a confidence interval for the variance if thepplation
variance and expectancy are not known.

Here Xf-a/z and Xczr/Z are gquantiles of B&as chi-
squared distribution witk = n-1 degrees of freedom.



