TESTING STATISTICAL HYPOTHESES

 hypoteheses about the parameters of a populatigrbdison

 non-parametric hypotheses - goodness of fit test



Example 3

We choose ten people from a population and for each ingialid
measure his or her height. We obtain the following resalcm:

178, 180, 158, 166, 190, 180, 177, 178, 182, 160

It is known that the the random variable describing the headh
an individual from that particular population has a ndrma
distributionN (z, 10C)

Someone claims that the population average height amounts
to 176. How could we use the above population sample top
either reject or prove such a hypothesis?



Using the point estimatof  we see that an estirofithe sample
arithmetic mean is 174.9 cm, while according tohieothesis,
the population expectancy is supposed to be 176\@ancan try to
reconcile this difference by asking with what proiity a sample
arithmetic mean can be 174.9 cm provided that dpailation
expectancy is 176 cm. We can agree beforehand tha
probabillity is sufficiently high, say greater thama >0 , we will

not reject the hypothesis.



One way of solving this problem is using the coafide interval
from Example 2:

- O - 0
[X _ﬁul—a/Z’ X +\/ﬁu1—a/2:|
which gives us an interval estimate

16€.7< <1811

saying that, given that the sample arithmetic mean4<9]lihe
population expectancy lies within the above intervidih\a

probability of 1 — 0.05 which is exactly the information we
need not to reject the hypothesis that

L =17€cm



Generalizing, we could say that, denotpag  the hypothesis
claimed, which we call the null hypotheslg we do not reject
the hypothesis if
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which is equivalent to
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To test a null hypothesld,,

© 0 OO

calculate a testing statistic
establish a testing intervh]

if tU1, reject the null hypotheslid,at the
significance levelr

If t01, do not rejecH,at the significance
level a



We call @ thesignificance level of thetest. It is the
probability that we reject the null hypothesis if ic@rect.

In this event we say that we have made a first type error.

The probability of the first type errar  is given beforahan
and is usually set at 0.05 or 0.01.



Not rejecting a hypothesis when it proves to be erroneas Is
error of the second type. The probability of such an error
generally is a function err(x) of the difference betwéwe

value of the null hypothesis and the real one. For instance

Example 3.ert(x) = ®(x + Uy g )~ P(X = Uy g )

With a givenn , the more "spiky" exj(is the better the test.



Testing the null hypothesig = 1, for population distribution

X ~N(u,0?) whereg? is known

_ \/H(X _,Uo)

=
o)

|, = |__ U_g/2: ul—a/ZJ

U._.,. IS aquantile of the standardized normal
distribution



Testing the null hypothesig = 1, for population distribution

X ~N(u,02) whereg? is unknown

t = \/ﬁ(x _IUO)
S

|, = |__ tl—a/Z’tl—a/ZJ

L. is a quantile of Student's t-distribution
with k =n-1 degrees of freedom



Testing the null hypothesig® = g for population distribution

X ~N(u,0?):

Ia = lXa/Z’Xl—a/ZJ

X2 X1-a2 @re quantilesf chi squared distribution with
_ k=n-1degrees of freedom



Testing the null hypothesig — 1, = 1, for population distributions

Xy~ N(,ul,Uz) Xy~ N(,ul,Uz)Z

The variances as such are not known but are knowe tdentical.

t:Y1_Y2 _IUO\/nan(nl-l_nZ _2)
VS +n,S n +n,

|, = |__ tl—a/Z’tl—a/ZJ

L.> Is aquantile of Student's t-distribution with
k=n, +n, -2 degrees of freedom



Testing the null hypothesig — 1, = 1, for population distributions

X1~N(/11’012) X2~N(/12’022)

The variances as such are not known but are knowe tifferent.

t = X1=Xz ~Ho . — Cltll—a'/Z + C2t12—a/2
JSQS? T g
v § o8
Ia - I__ Tl—a/21 Tl—a/ZJ Cl B r]1 -1 C2 - n2 -1

tll—a/z IS a quantile of Student's t-distribution wkhl=n, -1

degrees of freedom

2 . o .
tia2 is a quantile of Student's t-distribution witk n, -1

degrees of freedom



Testing the null hypothesis; = g> for population distributions

X1~N(/11’012) X2~N(/12’022)

2 —
t= S'my(n, -1) If t <0, we must swaj, andX,

. =[0.F,]

.-, is a quantile of F-distribution with
k, =n, —1lanck, = n, —1degrees of freedom



Goodness-of-fit test (chi-sguar ed test)

We have a frequency distribution of a random vaeixlover a
population and want to test the hypothesis ¥lahs a distribution
given by a probability distributioR (x), probability functiorp (x)
or densityf (X).

X rl r2 nan
fl f, f, f,

We can use the following test, which is called adyeess-of-fit
test or chi-squared test.



Using the distribution, probablllty function, ormaty, we calculate
ideal frequenciesf , f,,..., f,

With these frequencies we calculate a testingssiati

glsf g,

=1 =

Then we establish the testing interval= [O, )(f_aJ

Xeo isa guantile of chi-squared distribution whereninenber
k of degrees of freedom is calculated as follows

k=k-1-¢

whereq is the number of distribution parameters we had to
replace by their estimates when calculating thalitfequencies



Use the below sample to test at a 0.05 significéoe whether the
population from which the random sample was talendnormal
distribution N(,0?)

5,854
7,357
7,650
6,954
4,898

6,598
6,703
7,856
5,865
4,105

5,791
6,475
4,083
6,747
9,074

6,207
4,852
6,507
7,287
6,692

8,054
6,319
7,423
1,772
8,191

5,081
8,081
5,564
5,669
8,080

6,195
6,662
6,262
6,240
7,766

7,234
5,301
8,685
6,512
7,819

7,545
4,717
5,862
6,420
6,071

7,425
5,990
6,352
7,105
5,856



Maximum data item in sample: 9.074

Minimum data item in sample: 4.083
Range: 4 - 10

Number of class intervals: 6



Freguency table

FROM T0 REP FREQ
4 5 4.5 5
S 6 5.9 10
6 / 6.5 17
/ 8 7.5 12
8 9 8.5 5
9 10 9.5 1




Sample arithmetic mean: 6.6

Sample standard deviation - best point estimata@4.

Since the last two frequencies in the table areggrexditer than

five, we have to amalgamate the last two tablaesatr



M odified frequency table

FROM| TO REP FREQ
4 5 4.5 S
S 6 5.5 10
6 / 6.5 17
7 8 7.5 12
8 10 9 6




Calculating expected freguencies f

X X;X CD(X;X) A Aln=f
— 00 — 00 0 0.091 |5.487
5 —1.334 |0.091 |0.217 ]9.202
6 —0.500 |0.308 |0.322 |17.942
7 0.333 |0.631 [0.248 |11.622
8 1.167 |0.878 |0.122 |5.922




Testing statistic

S
Z?#—n:O.l?S

Number of degrees of freedom

k =#clas¢interval:—1—#parametel estimate =5-1-2=2

Testing interval

I0.05 = |.O’ X§.95J = 599]

Conclusion: Sincetlll, we do not reject the hypothesis
that the population has a normal distribution.




